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Floods are among the most frequently occurring natural disasters in Germany. Therefore,

predicting their occurrence is a crucial task for efficient disaster management and for the

protection of life, property, infrastructure and cultural assets. In recent years Deep Learning

methods gained popularity on the research field on flood forecasting methods – Long Short-Term

Memory (LSTM) networks being part of them.

Efficient disaster management needs a fine temporal resolution of runoff predictions. Past work at

TU Dresden on LSTM networks shows certain challenges when using input data with hourly

resolution, such as systematically poor timing in peak flow prediction (Pahner et al. (2019) and

Morgenstern et al. (2021)). At times, disaster management even requires flood forecasts for

hitherto unobserved catchments, so in total a regionally transferable rainfall-runoff model with a

fine temporal resolution is needed. We derived the idea for a potential approach from

Kratzert et al. (2019) and Fang et al. (2021): they demonstrate that LSTM networks for

rainfall(R)-runoff(R)-modeling benefit from an integration of multiple diverse catchments in the

training dataset instead of a strictly local dataset, as this allows the networks to learn universal

hydrologic catchment behavior. However, their training dataset consists of daily resolution data.

Following this approach, in this study we train the LSTM networks using single catchments ("local

network training") as well as combinations of diverse catchments in Saxony, Germany ("regional

network training"). The training data (hourly resolution) consist of area averages of observed

precipitation as well as of observed discharge at long-term observation gauges in Saxony. The

gauges belong to small, fast-responding Saxon catchments and vary in their hydrological and

geographical properties, which in turn are part of the network training as well.

We show the preliminary results and investigate the following questions:

With a finer temporal resolution than daily values, characteristics of flood waves become more

pronounced. Concerning the detailed simulation of flood waves, do regional LSTM-based R-R-



models enable more accurate and robust flow predictions compared to local LSTM-based R-R-

models – especially for rare extreme events?

Are regional LSTM-based R-R-models – trained at this temporal resolution – able to generalize

to unobserved areas or areas with discharge observations unsuitable for network training?
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